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1. INTRODUCTION
1.1. Size and Defect Fascinations

ZnO is a kind of amazing material with multiple functions that
have been investigated since the 1940s. With and without
dopant substitution,1 nanostructured ZnO exhibits strong
piezoelectric2 and dilute magnetic properties3 dominating at
sites of defects or varying with surface crystal morphology.4

As a result, ZnO provides an impact on applications in upcom-
ing technologies5 such as biomedical sensors,6 actuators,7 solar
cells,8 catalysis,9 energy harvesting,10 photonic crystals,11 super-
capacitors,12 lasers,13 photodetectors,14 drug carriers,15 super-
hydrophobicity,16 and light-emitting17 devices due to its fascinating
performance in electronics, optics, photonics, and magnetics.18

Therefore, ZnO is regarded as one of the few materials dominating
the upcoming technological thrusts.19

ZnO nanostructures have attracted much attention in recent
years as they behave differently from their bulk counterpart.
There are two categories of interest in the properties in addi-
tion to controllable growth of various shapes and surface
textures.20 One is the size dependency: the known properties of
the bulk ZnO, such as the elastic modulus, band gap, etc., no
longer remain constant but change with the size and shape of
the solid specimen. The other is the defect-mediated emerging
properties that the bulk does not demonstrate, such as dilute
magnetism, enhanced catalytic ability, superhydrophobicity, etc.
The fraction increase of the undercoordinated atoms and the
stronger interaction between them as well as the valence charge
distribution, densification, localization, and polarization should
form the key to the interest.4a,21

The undercoordinated surface and defect atoms become
dominant in determining the physical properties of nanostruc-
tures,22 which result in variation in many properties, such as
Young’s modulus,23 band gap,24 critical temperature for phase
transition and growth nucleation,25 frequency shift of lattice
vibration,26 piezoelectricity,10a,27 dielectric constant,28 etc. The
variation of the properties with respect to those of the bulk
counterpart depends on the structural size and shape as well as
the surface conditions. For example, Chen et al.23a discovered
that the Young’s modulus of ZnO nanowire of 17 nm across is
220 GPa compared with the bulk value of 144 GPa. Xu et al.29
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found that both the tensile and the bending modulus of ZnO
nanowires increase as the wire diameter is decreased from 80 to
20 nm. The bending modulus increases more rapidly than the
tensile modulus due to surface stiffening. Agrawal et al.23e

found that the elastic modulus of [0001]-oriented ZnO
nanowires increases from 140 to 160 GPa as the nanowire
diameter is decreased from 80 to 20 nm. Zang et al.30 found
that electron beam radiation can raise the elastic modulus of the
ZnSnO wire by more than 40%. The tension experiments also
showed that the fracture strain and strength of ZnO wire follow
the same trend of size. Lin et al.24a found that the
photoluminescence energy (EPL) of ZnO nanocrystals increases
from 3.30 to 3.43 eV and the photoabsorption energy (EPA)
increases from 3.43 to 3.65 eV as the size decreases from 12 to
3.5 nm. Similar trends of size-dependent optical properties have
also been reported for ZnO nanodots,23a,24c,31 nanorods,24b,32

and nanobelts.33 Yuan et al.34 found two possible mechanisms
for the surface texture-induced surface tension and charge-
transferring dynamics that dictate the catalytic performance of
ZnO nanostructures. On the other hand, these physical
properties also change under external stimuli such as pressure
and temperature.32b,35

1.2. State of the Art Knowledge

1.2.1. Size Dependency. Young’s modulus (Y) is related
to a material’s properties such as elasticity, extensibility,
acoustic transmission velocity, Debye temperature, specific
heat, and thermal conductivity of the specimen. The
mechanical strength is related intrinsically to the electro-
negativity36 and ionicity37 of the specimen; the electro-
negativity and iconicity determine the strength of the bonds
between the constituting elements of the material. The
change of Young’s modulus with solid size is generally
attributed to the variation of the surface to volume ratio;38

the impact of surface atoms, with smaller effective inter-
atomic radius due to the loss of surface bonds, is enormously
profound.38b

Numerous sophisticated models have been developed to
explain the size-induced elasticity of nanostructures. Liang
et al.39 suggested that the nonlinear response of the nanowire’s
core to the mechanical stimuli and the surface stress dominate
the size dependency of Young’s modulus. Agrawal et al.23e

suggested that surface reconstruction together with long-range
ionic interactions dominate the size-dependent elasticity of
ZnO. Molecular dynamics (MD) simulations39 of the square
cross-sectional copper nanowires with side lengths ranging
from 1.2 to 14.0 nm suggested the effects of surfaces and edges
whose elastic properties deviated significantly from that of the
corresponding bulk dictate the size dependency.40 A core−shell
composite model23a is frequently applied in describing the size-
dependent Young’s modulus with the shell or skin of about
2.4−4.4 nm thick.23a,29

Among the models for the photoluminescence (PL) blue
shift of nanosemiconductors,41 the elegantly accepted theory
for the energy blue shift of a nanosemiconductor is the quantum
confinement effect42

≅ ∞ + − −− −E K E AK BK C( ) ( )G G
2 1

(1)

where EG(K) is the band gap of a particle with a dimensionless
form of size K and EG(∞) is the bulk band gap. A, B, and C
are physical constants. The K−2 and K−1 terms represent the
kinetic and potential energies of the electron−hole pairs or so

called exciton. Other sophisticated models concerning the
PL blue shift include color centers,43 surface effect,32b etc.
These models explained reasonably well the blue shift of
either the PL or the photoabsorption (PA) but not both
simultaneously. In fact, the PL and PA depend not only on
the intrinsic EG based on interatomic potential but also on
the extent of electron−phonon coupling.41d,44 A compre-
hensive understanding of the size and shape effect on the EG
expansion and the blue shift of the PA and PL as well as the
electron−phonon coupling in ZnO nanostructures is highly
desired.
When the solid size is reduced, the transverse optical (TO)

and the longitudinal optical (LO) Raman phonons shift toward
lower frequency (i.e., optical mode softening)45 accompanied
by generation and a blue shift of the low-frequency Raman
(LFR) acoustic modes at wavenumbers from a few to a few tens
of cm−1 (i.e., acoustic mode stiffening).26c−e Generally, the size-
dependent Raman shifts follow the relationship46

ω − ω ∞ =K D K( ) ( ) / n
(2)

where D and n are adjustable parameters. For the TO and LO
modes softening D < 0; for the LFR acoustic stiffening D > 0.
The LFR mode disappears for the infinite large crystal, ω(∞) = 0.
Although eq 2 could fit the measured size trends numerically,
the underlying mechanism behind the Raman shift of
nanostructures remains undetermined.
Model descriptions of the Raman shift of nanostructures

have been reported mainly from the perspective of phonon
scattering. For the size-induced acoustic phonon hardening,
Yadav et al.26c fitted their experimental results using Lamb’s
theory47 which predicts the vibrational frequencies of a
homogeneous elastic body in spherical shape. Their results
show that the observed LFR scattering originates from the
spherical and quadrupolar vibrations of the spheroidal mode
due to confinement of acoustic vibrations in nanoparticles.
Combe et al.26e calculated the acoustic modes of ZnO nano-
crystals with a model using a semiempirical potential, which
takes the effects of surface relaxation and surface stress into
account. They attributed the acoustic phonon hardening
to the surface effect. Liang et al.48 proposed a model for the
size-induced Raman blue shift of TiO2 by relating the
frequency shift to the bond length and bond strength as a
function of the entropy, latent heat of fusion, and critical
temperature for solid−liquid transition. Besides these
widely used models, optical mode softening is usually sug-
gested to be activated by surface disorder49 and explained in
terms of surface stress50 or phonon quantum confinement51

as well as the surface chemical passivation effect.52

Study of the phase stability of a material is of great
importance.53 Phase transitions such as solid−liquid, solid−
solid, liquid−vapor, magnetic−paramagnetic, and ferroelectric−
paraelectric transitions take place when the applied temperature
and pressure reach certain conditions. The critical temperature
(TC) for phase transition of the bulk is size independent, but
the TC and critical pressure (PC) for phase transition of nano-
materials vary with the size and microstructure of the samples
and voids inside the specimen.20a Generally, as the size de-
creases or shape changes from a slab to a higher dimensional
shape such as a sphere, the TC of nanocrystals decreases.

25a,54 If
one retains the TC, the PC will have to increase when the size is
reduced.55 The size-degenerated TC has made the low-temperature
hydrothermal synthesis of nanomaterials straightforward and
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technically flexible for the shape and structure control of surface
architectures.56

Theoretically, there are various models describing the
variation of the TC of nanostructures with their sizes.57

Generally, all existing models can be categorized into three
groups which are based on (i) classical thermodynamics,58

(ii) average atomic cohesive energy,59 and (iii) the am-
plitude of atomic vibration60 according to Lindeman’s
criterion.134,135

1.2.2. Temperature Dependency. Experimental obser-
vations have shown that when the operating temperature
drops, the Young’s modulus of ZnO nanostructures
increases.35b,c,f The thermal effect was modeled based on
the third law of thermodynamics. Wachtman et al.61 sug-
gested an empirical equation for the temperature effect on
the Young’s modulus

= − −Y T Y b T T T( ) exp( / )0 1 0 (3)

where Y(T) and Y0 are the Young’s modulus at T and 0 K,
respectively. b1 and T0 are freely adjustable parameters. This
model worked well only at high temperatures where Y(T)
shows a linear dependence on temperature. However, below
the Debye temperature, θD, the measured data have a non-
linear nature.35c,62 Andersen63 derived an alternative by
introducing the Mie−Grüneisen equation
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with R being the ideal gas constant, γ the Grüneisen parameter,
and δ the Anderson constant which is temperature
independent. V0 is the specific volume per mole of atoms at
0 K. According to Anderson, the term b1T exp(−T0/T) in eq 3
is virtually the inner energy of the Debye approximation.
From the perspective of classical thermodynamics, Garai

et al.64 derived a solution for fitting the temperature depen-
dence of the bulk modulus

∫= αα
=

⎡
⎣⎢

⎤
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0
0
0
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where superscript 0 denotes the quantities gained at 1 bar
pressure, B0

0 is the modulus at 0 K, α is a constant depending
on the material, and αVp is the volume thermal expansion
coefficient. The bulk modulus B correlates with Y by Y/B = 3 ×
(1 − 2ν), where ν denotes the Poisson ratio which is negligibly
small; therefore, Y ≈ 3B.
Generally, the acoustic and optical phonon modes of ZnO

are softened upon heating.65 Numerous theoretical models
have been developed to explain the thermally induced Raman
shift, including the anharmonic phonon decay,66 thermal
expansion,65b anharmonic coupling,67 and thermal perturba-
tion.65d,68 Among them the perturbation approach has been
prominently employed, which follows the relationship65d

ω = ω + Δω + ΔωT T T( ) (0) ( ) ( )e d
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where ω(0) is the Raman frequency measured at 0 K
reference temperature, Δωe(T) is the contribution from the
thermal expansion, and Δωd(T) is due to the anharmonic
coupling of phonons of other branches. C and D are the
anharmonic parameters used to fit to the measurement. αc
and αa are the thermal expansion coefficients along the a and
c axes of a wurtzite structure.
The band gap EG of ZnO can be increased by either decreas-

ing temperatures or increasing external pressure.24b,35d,e,h,69

The temperature dependence of the EG of semiconductors can
be fitted with a general form proposed by Varshni70

= − α +E T E T T T( ) (0) /( )G G
2

0 (7)

where α is the absorption coefficient that can be obtained from
the absorption spectrum and T0 is a parameter for fitting the
experimental result, which was found to be closely related to
the Debye temperature of the investigated material.

1.2.3. Pressure Dependency. The pressure dependence of
the bulk modulus and the Raman shift under applied pressure is
usually described using the quadratic functions71

= + +Q P Q aP bP( ) (0) 2
(8)

where a and b are freely adjustable parameters and Q(0)
represents the Raman frequency or the elastic modulus under
0 Pa pressure.

1.2.4. Emerging Phenomena. In addition to the size
dependency of the known properties associated with the bulk,
the most surprising phenomenon19d emerging with the reduc-
tion of size is the ferromagnetism of the nonmagnetic ZnO
semiconductor, like GaN,72 AlN,73 and TiO2.

74 They become
ferromagnetic at room temperature and above when they are
doped with just a few percent of transition-metal cations such
as Al,75 V,76 Cr,77 Mn,3,4b Fe,73 Co,74b,78 or Ni.79

Rough ZnO surfaces also demonstrate the superhydropho-
bicity against being wetted.80 ZnO nanostructures81 or its
hybrids6a,9a also show enhanced catalytic ability9d,81a that the
bulk trunks do not have.
Defects have been identified to promote the magnetism in

ZnO.82 Recent progress83 suggests that Zn contributes neglig-
ibly to the total magnetization; the high-density regions of Mn
cations with a MnO2−δ-distorted environment, mainly allocated
at the nonstoichiometric and highly defective ZnO grain boun-
daries dominate the ferromagnetic properties of Mn−ZnO.
This phenomenon is observed in thin films and nanocrystals
but not in the well-crystallized bulk. Investigation84 of the dilute
magnetism of Cr-doped ZnO and Ni-doped SnO2 films fabri-
cated under various conditions implied that structural defects
and oxygen vacancies, indeed, largely influence the magnetism
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in those systems. Slight nitrogen substitution for oxygen can
also exhibit a high Curie temperature and small coercivity. Coey
et al.82b proposed that the ferromagnetic exchange in dilute
ferromagnetic oxides and nitrides is mediated by the shallow
donor electrons that form bound magnetic polarons, which
overlap to create a midgap spin-split impurity band. High Curie
temperatures arise only when empty minority-spin or majority-
spin d states lay at the Fermi level in the impurity band. The
magnetic moment tends to decay with a characteristic decay
time of weeks or months.
The extent of superhydrophobicity has been related to the

surface energy85 and surface roughness.86 Surface roughening
promotes the hydrophobicity or the hydrophilicity of a specific
material. The decay of both the magnetization and the hydro-
phobicity can be reversed by UV irradiation.87 Elimination of
defects by hydrogenation and filling up oxygen vacancies can
degrade the ferromagnetic ordering of some specific types of
compounds.

1.3. Challenges and Objectives

Although existing models can fit numerically well for the size-,
temperature-, and pressure-induced change of Young’s
modulus, phonon frequency shift, band gap, etc., despite freely
adjustable parameters being involved, the underlying physical
mechanism of the size dependency and emerging properties
associated with small ZnO crystals remains yet ambiguous. All
the size-dependent quantities are often taken as independent
one from another. It is often that one phenomenon is asso-
ciated with multiple modeling arguments. On the other hand,
the emerging properties such as the dilute magnetism cannot be
understood in terms of the conventional superexchange or
double-exchange interaction theory of magnetism in insulators
nor can a carrier-mediated ferromagnetic exchange mechanism
account for the magnitude of the Curie temperatures, which are
well in excess of 400 K (1/30 eV). The hydrophobicity and
catalytic enhancement cannot be understood in terms of the
curvature-induced surface energy and roughness without exam-
ining the chemical conditions and electronic dynamics of the
surface. Most importantly, a model is highly desired for unify-
ing the unusual and versatile behaviors of ZnO in mechanical
strength, thermal stability, lattice dynamics, band gap, phase
stability, dilute magnetism, enhanced catalytic ability, and super-
hydrophobicity simultaneously. Understanding the nature and
factors dominating the general trends of the size-, pressure-, and
temperature-induced properties change and the physical origin
of the emerging properties of ZnO is of fundamental im-
portance to knowledge and technology advancement.
A physical model should meet the following criteria and be

able to

(1) reproduce the measured trends with meaningful
parameters,

(2) provide consistent insight into the physical mechanism
behind observations,

(3) extract quantitative information from the measurements,
(4) correlate the seemingly irrelevant quantities and their

performance under various stimuli such as size, pressure,
and temperature, as pursued in the present course.

Inspired by the Ice Rule of Pauling,88 the atomic
coordination−radius correlation of Goldschmidt89 and Paul-
ing,90 and the Strong Localization theory of Anderson,91 we
attended the O, N, and C surface chemisorption bond-band
forming dynamics52,92 and the size dependency of nanostruc-
tures in the mechanical, thermal, acoustic, electronic, photonic,

dielectric, and magnetic properties.21b Exercises have led to the
theories of bond−band correlation,79,80 bond-order−length−
strength (BOLS) correlation,21b nonbonding electron polar-
ization (NEP),4a,93 and local bond averaging (LBA) method,94

as well as the technique of zone-selective photoelectron
spectroscopy (ZPS) for collecting quantitative information of
bonds and electrons associated with undercoordinated surface
and defect atoms. On the basis of these frameworks, we have
been able to determine the length, strength, compressibility,
Debye temperature, elasticity, and force constant of the C−C
bond in graphene using Raman spectroscopy.95 The most
striking progress made recently is the quantification of
hydrogen-bond asymmetric relaxation and vibration dynamics
in water and ice. We confirmed that the Coulomb repulsion
between the unevenly bound bonding (∼7.0 eV) electron pair
and nonbonding (∼0.035 eV) electron lone pair in the hy-
drogen bond dominates the anomalies of water and ice under
various stimuli including pressure, temperature, and cluster size.
The objective of this work is to report our exercises and

progress made in the past 5 years on the formulation,
clarification, correlation, and quantification of the behavior of
ZnO based on the BOLS,21b the NEP,4a and the LBA frame-
works.96 The modeling approaches implemented may comple-
ment the sophisticated models as mentioned previously to
provide consistent and deeper insight into the size, shape, tem-
perature, and pressure effects on the known bulk ZnO pro-
perties and the emerging properties associated with the
undercoordinated atoms at the surfaces and defects of ZnO.

2. PRINCIPLES

2.1. Bond-Order Loss and BOLS Correlation

Termination of lattice periodicity at the surface, point defect, or
grain boundaries usually results in two consequences: one is
creation of the surface potential barrier and the other is the
atomic bond-order loss. The coordination number (CN) of an
atom on a highly convex surface is lower than that in a flat
surface plane. On the other hand, the atomic CN is higher on a
concave surface such as the inner side of a cavity or a hollow
tube. From the atomic CN imperfection point of view, there is
no substantial difference in nature among defects, surfaces,
vacancies, atomic chains, atomic sheets, solid wires, hollow
tubes, and nanostructures of various shapes and sizes. In line
with the important conclusions via the chemical bonding theory
of single-crystal growth,97 atomic CN loss of the surface atoms
is the essential cause for the size- and shape-dependent
phenomena. According to Pauling90 and Goldschmidt,89 if the
CN of an atom is reduced, the radius of the atom would shrink
spontaneously. Therefore, bond-order loss shortens the
remnant bonds between undercoordinated atoms, regardless
of the nature of the specific chemical bond or the structural
phase, even in the liquid phase.98

Nanomaterials have a large proportion of surface atoms with
bond-order deficiency compared with the bulk counterpart. As
a result, surface skin composed of three atomic layers often
relaxes and reconstructs without exception,99 which critically
affects the physical and chemical properties in the skin. In order
to cope with the lower coordinated systems, we developed the
BOLS correlation mechanism21b by extending the “atomic
CN−radius” correlation of Goldschmidt,89 Pauling,90 and
Feibelman100 to include the response of energy and electron
states to bond relaxation. The key idea of the BOLS correlation
is that if one bond breaks, the remaining ones of the lower
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coordinated atoms become shorter and stronger. The BOLS
correlation mechanism can be expressed as

= = + −

=

=

−
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C d d z z
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where Ci is the coefficient of bond contraction and subscripts i
and b denote an atom in the ith atomic layer and in the bulk,
respectively. The i is counted up to three from outermost
inward.99 zi is the effective CN of the specific ith atom and
varies with the size and curvature of a nanostructure in an
empirical way, z1 = 4 (1 − 0.75/K), z2 = z1 + 2, and z3 = 12
with K being the dimensionless form of size of the
nanostructure, meaning the number of atoms lined along the
radius of a sphere or across the thickness of a thin film. Ei and
Eb denote the binding energy per bond in the ith atomic layer
and in the bulk, respectively. The index m is an indicator of the
bond nature of a specific material but is not arbitrarily
adjustable. The index m may also embed the electronegativity
difference36a,52 and iconicity37b of a compound, which
determines the ease of chemical bond formation. For ZnO,
the m value has been optimized to be 2.4.101 EBi denotes the
atomic cohesive energy of an atom in the ith atomic layer and is
defined as the product of the atomic CN and the bond energy.
Figure 1 shows the CN dependence of the bond-contraction

coefficient Ci(zi) and bond energy Ei/Eb = Ci
−m with different m

values (m = 1, 2.4, 4) as well as the relative atomic cohesive
energy, EBi/EB = (zi/zb)Ci

−m. The scattered data represents
Goldschmidt’s premise indicating that the ionic radius contracts
by 12%, 4%, and 3% if the atomic CN reduces from 12 to 4, 6,
and 8, respectively.89 As a spontaneous process of CN reduc-
tion and bond contraction, the bond energy at equilibrium
becomes stronger but the atomic cohesive energy drops. The
down slope of Ci and the up slope of Ei/Eb in Figure 1 indicate
that the bond-order loss makes the remaining bonds shorter
and stronger with respect to their bulk counterparts. EBi/EB
drops because of the drop in the production of the atomic CN
and the bond energy. When the CN decreases to a value of 2,
EBi/EB of ZnO increases abruptly because the sharp increase of
Ei/Eb overtakes the CN reduction.

2.2. Core−Shell Configuration and LBA Method

Figure 2 presents the core−shell configuration for a grain or a
nanoparticle.102 Generally, any detectable physical quantity
Q(K) of a nanosolid with finite dimension K that contains N

atoms can be derived based on the known Q(∞) using the
core−shell configuration
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where q0 and qi denote the local density of Q inside the bulk
and at the ith atomic layer, respectively. Ni is the number of
atoms in the ith layer. γi = τCiK

−1 is the volume or number ratio
of the ith atomic layer to that of the entire solid. τ = 1, 2, and 3
corresponds to a nanofilm, a nanorod, and a nanosphere,
respectively.
The main concept of the LBA method101 is that we take the

average of all bonds of the entire specimen so we can focus
on the performance of the representative bond under var-
ious stimuli and its effect on the detectable properties of the
specimen. The involvement of an interatomic bond distin-
guishes the performance of a solid from the isolated constituent
atoms. For a given specimen, whether it is crystal, noncrystal, or
with defects or impurities, the nature and total number of
bonds do not change under external stimuli unless phase transi-
tion occurs. However, the length and strength of the involved
bonds change in response to the applied stimuli. If the func-
tional dependence of a detectable quantity on the bonding
identities is established, one would readily know the perform-
ance of the entire specimen under external stimuli by focusing
on the response of the length and strength of the representative
bond for all at different sites.
The LBA approach looks for the relative change of a quantity

with respect to the known bulk constant under applied stimuli.
We focus merely on the performance of the local representative
bonds disregarding the number and nature of all bonds which
do not change. The presence of broken bonds, defects,
impurities, and noncrystallinity in the bulk affects the reference
bulk values rather than the nature of observations. The contri-
bution from long-order interaction or high-order coordinates
can be simplified by folding them into the bonds of a specific
atom to the nearest neighbors.

2.3. Size, Pressure, and Temperature Dependency

When the solid size, operating temperature, or pressure
changes, the length, d(zi, T, P), and energy, Ei(zi, T, P), of
the representative bond will change simultaneously. On the
basis of the LBA approach we can extend the BOLS correlation

Figure 1. Atomic CN dependence of the normalized bond length di/d =
Ci(zi), the CN and bond nature dependence of bond energy Ei/Eb = Ci

−m,
and the atomic cohesive energy EBi/EB = zi/zbCi

−m. Scattered data was
from Goldschmidt89 and Feibelman.100

Figure 2. Illustration of the core−shell structure and dimensionless
size of K. Volume ratio between the shell and the entire body will
increase when the solid size is reduced.102
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to temperature and pressure domains, leading to the temper-
ature- and pressure-dependent bond length and bond energy
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where α(t) is the thermal expansion coefficient, βi is the com-
pressibility, E0 is the bond energy in the bulk at the ambient con-
ditions, and ΔET and ΔEP are the energy perturbation over all the
surface layers caused by the applied temperature and pressure.
Figure 3a shows the pressure dependence of the Zn−O bond

length d(P)/d(0) of ZnO. By fitting the experimental data with the
polynomial,103 the coefficient of linear compressibility is βi =−2.65 ×
10−3 GPa−1 and the nonlinear contribution βi′ = 0.66 × 10−4 G Pa−2.
The ΔEP is the pressure perturbation of energy, which can be

expressed as105
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where V and P are correlated with the Birch−Mürnaghan (BM)
equation of states106
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where V0 is the volume of the unit cell under standard reference
conditions, V0 ≈ 48 Å3 for ZnO, x = V/V0 is the volume ratio of
the unit cell upon the cell being compressed, B0 is the static
bulk modulus, and B0′ is the first-order pressure derivative of
the B0.

103b Figure 3b presents the V/V0−P curve with the B−M
equation and the match of the experimental results of
ZnO103,104 with an optimal polynomial form of V/V0 = 1 +
βp + β′p2 = 1− (6.55 × 10−3)p + (1.25 × 10−4)p2. Using the
relationship of x = V/V0 = 1 − βp + β′p2 one finds
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The integration area in Figure 4 shows the energy stored into
the crystal that enhances the bond energy under the conditions
of bond number conservation.105

According to the Debye approximation, temperature
elevation weakens the bond energy ΔET in the form of
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where η1(T = CV /z) is the specific heat per bond that is
assumed to follow the Debye approximation CV(T/θD) and
approaches a constant value of 3R (R is the ideal gas constant)
at high temperature.
Figure 5 illustrates the reduced Debye specific heat CV (in

units of gas constant R) and its integration with respect to
temperature T (or the termed specific internal energy, U(T/
θD)). At T > θD, integration of the specific heat or specific
internal energy depends linearly on T. At low temperatures, on
the other hand, the integration shows nonlinearity with respect
to temperature in a T4 manner.
2.4. K, P, and T Coupling Effect

The coupling effect of pressure, temperature, and size on the
cohesive energy of nanocrystals can be integrated based on the
superposition principle of energy. External stimuli such as
pressure and temperature can be taken as perturbations to
the Hamiltonian. Following this consideration, the cohesive

Figure 3. Fitting to the experimental data for P-dependent (a) bond
length using the polynomial form103 and (b) volume103,104 of ZnO
with derivatives of the linear and volume compressibility with
nonlinear contributions.

Figure 4. Schematic illustration of the pressure-enhanced bond energy.
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energy of a spherical nanoparticle under the condition of
coupling stimuli of pressure and temperature is given by
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where Ei0 and Eb0 are the cohesive energy at the specific ith
layer and bulk site without the external stimuli.
From the above discussion we can obtain the size-,

temperature-, and pressure-dependent cohesive energy107
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If more coupling parameters are considered, x (= P, T, etc), the
cohesive energy can be generalized as
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The first part represents the coupling effect on the atomic
cohesive energy in the bulk and the second part the joint effect
in the surface skin summing over the outermost three atomic
layers.

2.5. Correlation of Y, EG, Δω, and Tm
All detectable physical properties of a solid are in fact correlated
by the interatomic interaction and the associated electron
distribution in both the energy and the real spaces. Therefore, it
is essential to consider the detectable quantities from the per-
spective of bond and nonbond geometry, formation, disso-
ciation, relaxation, vibration, and associated energetics and

dynamics of charge repopulation, polarization, densification
and localization. As demonstrated subsequently, the elastic
modulus, band gap, Raman shift, and critical temperature
for phase transition are all correlated to the bond order,
length, and strength disregarding processes such as phonon
scattering21b
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It is seen that the elastic modulus and Raman shift are
correlated by (Yd)1/2/Δω ≡ 1 for the same material with μ
being the reduced mass of a vibrating dimer. Yd is the
stiffness. If one measured the trend of stiffness as a function
of any stimulus, one would know the rest consequently
without the need of further measurements.

3. SIZE DEPENDENCY

3.1. Elasticity

By definition, the stress σ and Young’s modulus of a specimen
can be derived as101
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where u(r) is the pairing potential and V the volume. The
relation between the elastic modulus and the bulk modulus is
Y ≈ 3B if the Poisson ratio is neglected. Equation 19 indicates
that the stress corresponds to the first-order differentiation of
the crystal potential with respect to volume at any state of
nonequilibrium. Meanwhile, the elastic modulus is the second-
order differentiation of the binding energy at equilibrium with
respect to volume. Both are proportional to the binding energy
per unit volume at nonequilibrium for the former and equili-
brium for the latter. Hence, the elastic modulus and surface
stress share the same dimensionality and the same functional
dependence on bonding identities. The yield stress and elastic
modulus are correlated by σ ≈ εB, where ε is the specific strain
at nonequilibrium.108 The electronegativity, which determines
the mechanical properties of a specimen,36b,109 is embedded in
the bond energy and the m value in the equation. For a nano-
solid of V with a characteristic size K, the modulus can be
expressed using the core−shell configuration

∑= + −Y K Vy V y y( ) ( )i i0 0 (20)

where y0 and yi correspond to the local Young’s modulus inside
the bulk and in the ith atomic layer, respectively. Vi is the
volume of the ith atomic shell. Thus, we can obtain a general

Figure 5. Debye approximation of the specific heat (CV) (inset) and
the internal energy U(T/θD).
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form for the size dependence of the relative change of the
Young’s modulus with respect to the standard bulk value
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Equaling the predicted and the measured size dependence,
ΔY(K)/Y = BK−1, we see B = τY(∞)ΔY is the slope of the
linear dependence of the elastic modulus on K−1. In the
numerical calculations, we plot the measured Y−K−1 curve to
find Y(∞) as the intercept and B as the slope of the Y−K−1 line.
The known Y(∞) = 140 GPa is the reference. C1 = 0.8756,
C2 = 0.9376, and bond length d0 = 0.199 nm110 are the input
parameters for calculations. It is noteworthy that ΔY(∞)/Y(∞) ≡
0 in the data processing. Using the equation B = τY(∞)ΔY
we can calculate the values of ΔY and hence determine the m
value.
Figure 6 shows the theoretical match to the measured size

dependence of the relative change of Y(K) for ZnO nanowires,
nanorods,23e,54c nanotubes,23d and nanofilms.23c,54c Only the
outermost three atomic layers are considered for ZnO nano-
wires, nanorods, and nanofilms, but for ZnO nanotubes the
contribution of both the outer and the inner shells should be
included.

3.2. Band Gap

According to band theory, the Hamiltonian of an electron in-
side a solid can be expressed as

̂ = ̂ + ̂ ′ = −ℏ ∇ + + +H H H
m

V r V r R
2

( ) ( )0
2 2

atom atom C

(22)

where Vatom(r) is the intra-atomic trapping potential of an
isolated atom and Ĥ′ = Vatom(r) + Vatom(r + RC) is the periodic
potential of the crystal, i.e., the crystal potential. RC is the lattice
constant. According to the nearly free-electron approximation,
EG originates from the crystal potential; the width of the gap
is simply twice the first Fourier coefficient of the crystal
potential which is proportional to the mean cohesive energy per
bond ⟨Eb⟩.
With a given set of Bloch wave functions |φ(k, r)⟩ under

equilibrium conditions, the interatomic potential Vcry(r)
determines the intrinsic EG, which has little to do with the
density or energy of the excitons that dictate the quantum
confinement effect. Therefore, any perturbation to the Vcry
(r = d) ∝ Eb will modify the EG if the |φ(k, r)⟩ changes
insignificantly with solid size.
According to the BOLS correlation, the crystal potential and

associated EG of a nanostructure undergo a perturbation, ΔK
21b
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The intrinsic EG is often confused with the optical band gap
detected as EPL or EPA. In fact, EPL or EPA does not equal to the
intrinsic EG because of the involvement of the electron−
phonon coupling effect or the Stokes shift W. In the process of
PA, an electron absorbs energy EPA = EG + W and is excited
from the ground to the excited state with a hole created in the
ground state;44 the excited electron then undergoes a therma-
lization and relaxes to the minimum of the excited state and
eventually transmits to the ground state to recombine with the
hole. This PL process emits a photon with energy EPL = EG − W.
The W corresponds to the Stoke shift of the electron−phonon
coupling. The Stoke shift at the ith atomic site follows the relation

Figure 6. Theoretical (solid lines) reproduction of the computed and measured (scattered datum) Young’s modulus for ZnO (a) nanowires and
nanorods,23e,54c (b) nanotubes,23d (c) nanofilms,23c,f and (d) nanobelts38a as a function of size K.
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Wi = Fdi
−2 with F being a constant. Counting in the surface

bond contributions, the size-induced EPA and EPL changes can
be expressed as41d,44
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where A = F/[EG(∞)d0
2] is a constant, and W(∞)/E(∞) ≈ 0

because W(∞) ≈ 0.01 eV is negligibly small.111 The first term
represents the relative change of the intrinsic EG originated
from the Hamiltonian perturbation, and the second term re-
presents the relative change of the Stokes shift due to electron−
phonon coupling. If Ci = 1, neither EG expansion nor PA or PL
blue shift will happen. It can be derived that EG = (EPL + EPA)/2
and W = (EPA − EPL)/2. The size trends of both EG and W can
thus be determined by measuring the size dependence of
EPL and EPA. One can also measure the intrinsic EG as the
separation between the occupied and the unoccupied density
of states of the specimen directly using scanning tunneling
spectroscopy.112

Generally, the measured size trends of EG, EPL, and EPA

follow the linear dependence of the inverse size

=
∞ + τΔ

∞ +

−

−

⎧
⎨⎪
⎩⎪

E K
E K

E C K
( )

( )(1 ) (BOLS theory)

( )(1 ) (experiment)
x

x x

x x

1

1
(25)

where Ex represents EG, EPL, or EPA. Equaling the measurement
and the BOLS prediction allows one to determine the m and
Ex(∞) values if they are unknown. The slope Cx = τ Δx. In the
fitting process, EG(∞) ≈ EPL(∞) ≈ EPA(∞) ≈ 3.32 eV were
used.31a,111b A calibration of the measured data was conducted
to satisfy the relation ΔEx(∞)/Ex (∞) ≡ 0 [Figure 7a inset].
Combining the PL and the PA shift in eq 24 we can also

obtain A = (Δ+ − Δ−) [2∑i≤3Ci (Ci
−2 − 1)] −1 = (CPA− CPL)

[2τ∑i≤3Ci (Ci
−2 − 1)] −1 = 0.15 with τ = 3 for a spherical dot.

The slopes were derived as CPA = 0.88 and CPL= 0.50.
Compared with the A values for Si (A = 0.91) and Ge (A =
4.26),44,111a ZnO exhibits a much weaker effect on electron−
phonon coupling. This difference arises from the fact that the
Bohr exciton radius (about 2 nm) of ZnO is smaller than that
of Si (4.9 nm) and Ge (24.3 nm).32c The smaller exciton radius
results in a decrease in the oscillator strength of the transi-
tions.111a Figure 7 shows a reproduction of the experimentally
and computationally observed size dependence of the EPA, EPL,
and EG blue shift for different nanostructured ZnO with m =
2.48.113 Exceedingly good agreement between predictions and
measurements indicates that the impact of broken-bond-
induced quantum entrapment and the associated electron−
phonon coupling at the surface of skin depth dictates the EG
expansion.

3.3. Raman Shift

Instead of focusing on the Raman scattering process, we
emphasize that the solution to the Hamiltonian of a vibration
system is a Fourier series with multiple terms of frequencies
being folds of that of the primary mode. Any perturbation to
the Hamiltonian such as the interlayer van der Waals force,
dipole−dipole interaction, or nonlinear effect may cause the
folded frequencies to deviate from the ideal values, as observed
from carbon allotropes.115 On the other hand, the size, applied
pressure, and temperature variation can modulate the length
and energy of the involved bonds or their representative and

Figure 7. BOLS reproduction of the measured size dependence of (a) EPA with Data 1−3 from refs 24a, 31a, and 31b. (Inset) Offset to fit ΔEPA/EPA ≡ 0.
(b) EPL with Data 1−3 from refs 24a, 32c, and 114. (c) EG with Data 1−5 from refs24a, 24c, 31a, and 32a. (d) Stokes shift W = (EPL − EPA)/2 with data
from ref 24a.
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hence the phonon frequencies in terms of bond relaxation and
vibration.95

Generally, one can measure the Raman resonance frequency
as ωx = ωx0 + Δωx, where ωx0 is the reference point from which
the Raman shift Δωx proceeds under the applied stimuli. ωx0

may vary with the frequency of the incident radiation and
substrate conditions but not the nature and the trends induced
by the applied stimuli. By expanding the interatomic potential
u(r) in a Taylor series at its equilibrium and considering the
effective atomic z, we can derive the vibration frequency shift of
the harmonic system

∑=
!

−

≅ + +
!

− + −

= +
μω −

+ −

= =

=

≥

≥

⎛
⎝⎜

⎞
⎠⎟

( )

( )

u r
d u r
n dr

r d

E
d u r

dr
r d r d

E
r d

r d

( )
( )

( )

0
( )

2
( ) 0 ( ) ...

( )
2

0 ( ) ...

n

n

n
r d

z
n

z
r d

z z
n

z
z

z
n

0

2

2
2 3

2 2
3

z

z

From the dimensionality analysis, the term (∂u(r))/(∂r2)|r=d is
proportional to Ez

1/2/dz. The Ez
1/2/dz ≅ (Yzdz)

1/2;(Yz ≈ Ez/dz
3) is

right the square root of the stiffness being the product of the
Young’s modulus and the bond length.21b Therefore, the
Raman shift reflects the stiffness of a specific bond that is under
stretching or bending.
Equaling the vibration energy to the third term in the Taylor

series and omitting the higher order contributions we have
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At the first-order approximation, the lattice vibration frequency
shift Δω depends functionally on the order z, length dz, and
energy Ez of the representative bond for the entire specimen,
and the reduced mass of the dimer atoms of the representative
bond with μ = m1m2/(m1 + m2)
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where ω(1) is the vibration frequency of an isolated dimer,
which is the reference point for the optical red shift upon
nanosolid and bulk formation. One can measure ω(∞) and
ω(K) experimentally but not the ω(1). With the known m
value derived from measurement of mentioned quantities, one
can determine ω(1) and the bulk shift ω(∞) − ω(1) by

matching the measured data to the BOLS theoretical
predictions
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Hence, the frequency shift of the dimer bond vibration to the
bulk value, ω(∞) − ω(1) ≡ − D/(ΔωK), can be obtained. The
matching of the prediction to the measurement indicates that
n = 1 because ΔK ∝ K−1. In the theoretical calculations we take
the known m = 2.4 and the ω(∞) of 1LO mode and 2LO
mode are 585 and 1165 cm−1, respectively.45a

Figure 8a shows the match between the BOLS predictions to
the measured red shift of the primary (LO) and the secondary

(2LO) optical phonon modes of ZnO nanoparticles.45a The
derived ω(1) for the LO is 493 cm−1, and that for the 2LO is
1019.4 cm−1. Figure 8b shows the best fit to the size-dependent
LFR frequency of ZnO nanoparticles, corresponding to the
stretching and bending vibration with slopes of 168.97 and
78.52 cm−1. The zero interception at the vertical axis indicates
that when K increases to infinity the LFR peaks disappear,
which confirms that the LFR modes and their blue shift are
originated from interaction between nanoparticles.

3.4. Critical Temperature of Melting

In order to achieve phase transition, a certain temperature has
to be reached so that all bonds can be rearranged. The thermal
energy required to dissociate an atom from a solid equals the
cohesive energy that is the product of atomic CN and bond
energy. According to Lindeman’s criterion,116 the melting
temperature of a material is proportional to its cohesive energy,
TC = αEcoh, where α is a coefficient. On the basis of the same

Figure 8. BOLS reproduction of the measured (scattered data) (a)
optical phonon modes45a (1LO mode, 2LO mode) red shift of ZnO
nanoparticles. (b) Fitting of the measured [46, 47, 48] size-dependent LFR
frequency (breathing and stretching modes) of ZnO nanoparticles.26c−e
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criterion, the BOLS theory correlates the size dependency of
the melting point TC of nanostructures to the solid size, shape,
bond length, nature, and energy in the form57
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Taking the known TC(∞) = 2248 K for ZnO and the derived m
and Ci values, the TC(K) for ZnO can be evaluated. Figure 9

shows theoretical reproduction of the measured size depen-
dence of TC for ZnO nanowires with circular and square cross
sections.25a It can be observed that the change in TC for ZnO
nanowires with a square cross-section is larger than that of the
circular cross-section. The surface to volume ratio of the square
cross-section is larger than that of the circular one. The ratio
between them is 8/2π > 1. The melting temperature for ZnO
nanostructures decreases with size because the integrated
cohesive energy for surface atoms is much lower than that of
the bulk due to the reduced CN and overall decrease in
cohesive energy. Therefore, it is clear that depression of the
melting points for nanostructures is dominated by the
outermost three atomic layers, while atoms in the core interior
remain their bulk nature. At K = 8 (D ≈ 3.2 nm) the melting
point (Tm) drops by 60% from 2248 to 900 K at which the
superplasticity may happen because of the reduced separation
of (Tm − T) and the self-heating during stretching.117

4. TEMPERATURE DEPENDENCY
4.1. Elasticity

According to the temperature- and pressure-dependent bond
length and bond energy derived in section 2.3, we can obtain
the analytical expression for the T-dependent Young’s modulus
for a fixed size of ZnO
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With the ΔET given in section 2.3, we can predict the T
dependence of Y. In the numerical calculations, we adopt the
known Debye temperature (θD = 310 K)104 and thermal expan-
sion coefficient α(t) for ZnO as input. In ZnO crystal with wurtzite
structure, α(t) is anisotropic. The principal values of α(t) in the
hexagonal structures are those perpendicular and parallel to the
c axis, αa = 6.05 × 10−6 + (2.2 × 10−9)t + (2.29 × 10−12)t2 and
αc = 3.35 × 10−6 + (2.38 × 10−9)t + (9.24 × 10−14)t2,118

respectively. The effective α(t) is an average of (2αc + αc)/3.
119

On the other hand, for T > θD, CV approaches a constant values,
and U(T/θD) has an approximately linear dependence on tem-
perature. Hence, the relative change in Y at high temperature
can be approximated as
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Experimentally, the slope A can be easily determined by linear
fitting to the change in Y versus T at the high-temperature
range of the curve. Using the relation Aexp ≈ A = η1/Eb(0) with
η1 ≡ 3R/z, the binding energy per bond Eb can be estimated as
0.75 eV for ZnO and then is used as an initial input to refine
the fitting to the experimental data in the whole temperature
range by including the contribution of the nonlinear lattice
thermal expansion. Figure 10a shows the theoretical match to
the measured temperature dependence of the Y(T) for ZnO at
atmospheric pressure.

4.2. Band Gap

According to the LBA framework, the temperature effect on EG
follows

= +
ΔE T

E
E

E
( )
(0)

1 TG

G 0 (32)

Figure 10b compares the theoretical and measured temperature-
dependent EG of ZnO nanostructures with different sizes and
shapes at atmospheric pressure and in the temperature range of
0−840 K.

4.3. Raman Shift

Likewise, the T dependence of the Raman shift for a fixed size
is derived as121
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Figure 10c shows the theoretical reproduction with the
measured temperature-dependent Raman shift of E1(LO),
A1(LO), and E2(high) modes at atmospheric pressure with the
known ω(∞) of E1(LO, 595 cm−1), A1(LO, 579 cm−1), and
E2(high, 441.5 cm−1) modes.65b,d Agreement between predictions
and observations allows us to determine the ω(1) of E1(LO, 510
cm−1), A1(LO, 502 cm−1), and E2(high, 380 cm−1) modes.
It can be observed that the change of Y, EG, and the Raman

shift with temperature turns from nonlinear to linear as tem-
perature is increased above θD/3. In the low-temperature
regime, the ∫ 0

Tη dt is very small as the specific heat η(t) is
proportional to T3, which results in the small change of the
concerned properties at low temperatures. The Debye tem-
perature θD determines the shoulder width of the Q(T) curves
in general. Furthermore, the value of 1/Ecoh(0) determines the
slope of the linear region at high temperatures. Therefore, from
formulating the temperature dependence of any quantity, we can
determine the Debye temperature θD and the atomic cohesive
energy Ecoh(0) of a specimen as unique parameters,

9c which should
be the pursuit of a thermal measurement.

4.4. Crystal Size Control by Programmed Annealing

Thermal heating has been used to control crystal synthesis,
postannealing growth, and physical properties at will with un-
fortunately an unclear mechanism and quantitative correlations.

Figure 9. Theoretical (solid lines) reproduction of the measured
(scattered datum) size dependence of the melting temperature (solid−
liquid) for ZnO nanowires of different cross-sectional shapes.25a
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Here, we correlate the minimum critical size (KC) with TC
based on the BOLS correlation and the atomistic thermody-
namics, so that the heating temperature, sample size, and
physical properties for ZnO nanocrystals can be correlated,
which provides guidelines for sample growing.
The cohesive energy, Ecoh, determines the nanoparticle size

grown at a certain temperature TC as it is directly related to the
cohesive energy in a similar manner that the melting point
does.122 The size of a particle in nucleation depends on the
ratio between the sintering (TS) and the melting temperature
(Tm) of the specimen, TS/Tm.

123 When TS ≈ 0.3Tm, particle
growth is in equilibrium and the size is stable.124 Larger grains
require higher TS, and smaller grains needs lower TS.

125 As a
competing factor, Tm drops with grain size.25a,126 According to
eq 29, size-dependent Tm can be expressed as
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In the process of sintering, any particle larger than KC will be
deposited as such. On the other hand, if the incident cluster size
is smaller than KC, the landing particles will melt upon
deposition and will coagulate to produce clusters equal to the
critical size or larger. Therefore, KC and TS are related to Tm in
the sintering process102,123
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For the postannealing process, the as-grown particle size
(K0) and the threshold temperature (Tth) need to be involved.
The high-energy grain boundary does not gain mobility until
reaching Tth,

127 at which grains grow upon heating to minimize
the overall energy. With Tth and K0 being considered, the

completed expression for KC allowed by the respective annealing
temperature (Ta) becomes

102
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This relation formulates the relationship for the critical crystal
size depending on the substrate or annealing temperature. Grain
grows as Ta rises when Ta > Tth. For a given Ta, the grain radius
K is hence predictable. Experimentally, K0 and Tth are determined
to be 50 and 573 K, respectively.
According to eq 36, grain size tuned by different Ta can be

theoretically predicted as shown in Figure 11. Experimental

results show good agreement with expectations, especially
before the grains gain fast growth. The stable grain size
increases rapidly with temperature when Ta is above 900 K.
At higher Ta, although there is an increase in discrepancy
between experiments and calculations, the deviation does

Figure 10. Theoretical (solid lines) reproduction of the measured (scattered datum) temperature dependence of (a) the Young’s modulus,35c (b)
the band gap EG,

35d,69,120 and (c) the Raman phonons of the optical modes (E1(LO), A1(LO), and E2(high))
65b,d at atmospheric pressure for ZnO

with confirmation of θD = 310 K and derivative of Eb = 0.75 eV per bond.

Figure 11. Comparison of the theoretically predicted KC at various
postannealing temperatures with experimentally measured results.102
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not have a strong effect as the grains are in the submicrometer
regime and surface atoms gradually lose their hegemony.
Consistency between experiment and calculation confirms the
validity of BOLS theory, which can provide guidelines for
controlling grain size and related properties such as band gap
by programmable sintering and annealing.102

5. PRESSURE DEPENDENCY
5.1. Elasticity

The analytical expression for the P dependence of Y for a fix-
sized ZnO follows the relationship
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According to this expression, the pressure dependence of the
bulk modulus can be obtained with derivatives of the compre-
ssibility and binding energy density. Figure 12 shows a theore-

tical reproduction of the measured35b pressure dependence of
the bulk modulus. Compared with the thermally softened ZnO
Young’s modulus, the pressure-induced elastic stiffening results
from bond compression and bond strengthening owing to
mechanical work hardening. In this calculation, we adopted the
known β, β′, βd, and βd′, calculated the B(P), and obtained the
binding energy density (Ed) of 0.097 eV/Å3.

5.2. Band Gap

The analytical expression of the P-dependent EG for a given
ZnO is

= +
Δ

= + β − β′⎜ ⎟⎛
⎝

⎞
⎠

E P
E

E
E E

P P
( )
(0)

1 1
1 1

2
2
3

PG

G 0 d

2 3

Figure 13a compares the predicted with the measured pressure
dependence of the EG of ZnO nanostructures at different
temperature and size. Generally, the energy increases non-
linearly with pressure according to the nonlinear P−x relation.
This can be ascribed to the fact that the x =V/V0 of the unit cell
becomes smaller upon compression.
According to the results, the temperature effect should be

included but the size effect is limited when the solid size is
greater than 30 nm as the surface to volume ratio is so small
that it loses significance. At the same temperature, good agree-
ment between theory and measurement evidence that pressure-
induced EG expansion in ZnO nanostructures mainly arises
from pressure-induced bond strengthening. Furthermore, the
multifield coupling effect indeed occurs only in the surface skin,

so this effect can be omitted for larger particle size. The rela-
tion between EG and the energy of the free exciton (EFX) and
its nth LO phonon replicas can be expressed as EFX‑nLO = EG +
3/2 × kBT − nℏωLO, where kB is the Boltzmann constant, ℏωLO

represents the LO phonon energy, and ℏωLO = 72 meV.35h

Application of pressure increases the binding energy of a
shallow exciton due to an increment in the electron effective
mass and a reduction in the dielectric constant as EG is
increased. Besides, the energy of LO phonon also increases with
pressure. However, the pressure-induced increase in exciton
binding and LO phonon energies in ZnO are estimated to be
much less than that of EG.

35g,128 Therefore, the effect of pres-
sure on exciton emission is likely originated from the EG expansion
of ZnO. According to the aforementioned discussion, we reproduce
the experimental results of the pressure-dependent energy of EFX
with its nth LO phonon replicas measured at 70 K in ZnO
nanostructures as represented in Figure 13b.

5.3. Raman Shift

The analytical form for the P dependence of the Raman shift
for the fix-sized ZnO is given as128,130
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Figure 14 presents the theoretical match with the measured
pressure-dependent Raman shift of E1(LO, 595 cm

−1), E2(high,
441.5 cm−1), E1(TO, 410 cm−1), A1(TO, 379 cm−1), and
B1(LO, 302 cm−1) phonon modes for ZnO at room tem-
perature.65e,f Agreement between predictions and experimental
observations allows us to determine the ω(1) of E1(LO,
510 cm−1), E2(high, 380 cm−1), E1(TO, 355 cm−1), A1(TO,
330 cm−1), and B1(LO, 271 cm−1) modes. The change of the
bond energy is dependent on the ambient temperature and

Figure 12. Theoretical reproduction of the measured35b pressure
dependence of the bulk modulus for ZnO with derives of
compressibility and binding energy density.

Figure 13. Theoretical (solid lines) reproduction of the measured
(scattered datum) pressure dependence of (a) EG for ZnO at the
variety of sizes and temperatures,35e,g,h,129 and the (b) measured
pressure dependence of EFX‑nLO at 70 K.35h

Chemical Reviews Review

dx.doi.org/10.1021/cr200428m | Chem. Rev. 2012, 112, 2833−28522845



pressure. Therefore, the measured blue shift of the Raman
peaks under increasing pressure results from the competition
between the thermal expansion and the pressure-induced com-
pression. Results suggest that pressure dominates the trend of
change.
5.4. Pressure- and Size-Induced Solid−Solid Phase
Transition

The solid−solid phase transition plays an important role in
engineering design, as the structure of the nanosolid greatly
affects its physical properties. Both temperature and pressure
can alter the phase structure. The temperature for the solid
phase transition works in a similar manner as the melting point,
as shown in eq 29. If the applied pressure is increased, all of
the bonds of the specimen become shorter and stronger
because of the compressive force, assuming that the pressure-
induced energy is equally distributed among all bonds without
discrimination on the bonds in the surface skin. The pressure-
induced cohesive energy increment can be represented by a
summation of single bond energy change for all coordinates,
i.e., ΔEcoh

P = zΔEp. The coupling effect of size, pressure, and
temperature on the atomic cohesive energy follows
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Extending eqs 29 and 37, we can obtain the relation of the size-
and pressure-dependent phase transitions of nanostructures105
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Equation 38 indicates that the competition between the
pressure-induced overheating (TC elevation) and the size-
induced undercooling (TC depression) dominates the measured
size trends of the pressure-induced phase transition. PCj can be

obtained by including boundary conditions: If the TC values are
measured to be different for all possible sizes, δ ≠ 0; for the
phase transitions occurring at identically ambient temperature,
δ = 0. Thus, we obtain
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with Aj = PCb[(1 − βPCj/2 + 2β′PCj
2 /3 − Vc/V0)]/PCj(1 − βPCj/

2 + 2β′PC
2/3 − VC/V0) ≅ PCb

Figure 15 shows the size dependence of the critical pressure
of the phase transition from the hexagonal wurtzite structure

(B4) to the cubic rocksalt structure (B1) and body-centered
tetragonal (BCT4) structure of ZnO nanostructures. Con-
sistency is found between predictions and the measured data,
which are found in refs 25e and 131. In calculations, the input
for the bulk critical pressure are 11 and 14.5 GPa for the
respective phase transition at room temperature.132

6. DILUTE MAGNETISM, SUPERHYDROPHOBICITY,
AND ENHANCED CATALYSIS

6.1. Defect and Impurity States

At sites surrounding even less-coordinated atomic vacancies or
defects, the characteristics of the nonbonding lone-electron
states become pronounced.4a133 Polarization occurs to non-
bonding electrons at the upper edge of the valence band, if they
exist, by the densely, deeply, and locally entrapped bonding
and core electrons of the undercoordinated atoms, as illustrated
in Figure 16.
The following phenomena are expected to happen due to the

coupling of the local bond relaxation, quantum entrapment, and
the lone-electron polarization:

(1) The locally locked unpaired electron dipoles with
nonzero spins will form at sites surrounding atomic
vacancies, defects, adatoms, terrace edges, etc.

(2) The dipole states are readily probed as the Dirac−Fermi
polarons using STM/S as high protrusions with energies
at EF.

(3) The polarized states could reduce the work function,
which may enhance the catalytic ability of under-
coordinated ZnO serving as a donor type catalyst, like
AgPd alloy135 and undercoordinated Rh136 and W137

atoms.

Figure 14. Theoretical (solid lines) reproduction of the measured
(scattered data) pressure dependence of optical modes (E1(LO),
E2(high), E1(TO), A1(TO), and B1(LO)) for ZnO.

65e,f

Figure 15. Theoretical reproduction of the measured size and pressure
dependence of the phase transition from B4 structure to B1
structure25e,131 and BCT4 structure54c of ZnO nanodots and
nanowires.
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(4) The polarized lone electrons demonstrate nonzero spin
values being responsible for the measured magnetism of
nonmagnetic metal clusters, but their stability and
intensity are subject to confirmation for practical device
applications.

(5) Coulomb repulsion at the contact interfaces of such po-
larized media would be responsible for the superhydro-
phobicity of ZnO nanostructures.80a

XPS measurements, as shown in Figure 17, revealed that a
negative Zn 2p3/2 binding energy shift of 1.2 eV happens when
the ZnO crystal is reduced from 200 to 3.0 nm,24e which
evidences the size-reduction enhanced polarization. Two kinds
of ZnO defects can be generated by annealing the specimen up
to 900 °C under ambient pressure of H2 3% + Ar 97% (I) and
O2 21% + N2 79% (II) for 24 h.139a Type I shows the PL
energy at 2.46 eV and type II at 2.26 eV. Annealing under O2
100% ambient pressure lowers the PL peak to 2.15 eV.139b

Findings indicate that O passivation reduces the band gap. As
the band gap is proportional to the binding energy per bond,
the screening of the crystal potential by the dipoles could
narrow the band gap. For both I and II types, the valence band
maximum moves down and the valence band is broadened
slightly as the relative intensity of the green emission to that of
UV emission increases.
However, the Zn 2p3/2 core bands shift oppositely: O

passivation raises the Zn 2p3/2 binding energy up, and H2
passivation moves it deeper. These findings evidence that H

passivation weakens while O passivation and size reduction
enhances the surface polarization of ZnO.4a

It is expected that H-passivation-reduced polarization will
quench the magnetism of ZnO, like the effect of hydrogen
chemisorption on the magnetism of Pt nanoclusters.140 It has
been reported that the magnetization of Pt nanoparticles
decreases with the increase of particle diameter or by H
passivation,141 which indicates that only atoms in the curved
surface or point defect contribute to the dilute magnetism87

and the catalytic ability of Pt.136

6.2. Role of Defects and Impurities

The dilute magnetism, catalytic ability enhancement, and
hydrophobicity associated with the even undercoordinated
defects can be unambiguously attributed to the locally locked
and polarized nonbonding electrons. These nonbonding
electrons include those otherwise conducting electrons in metals
and the lone-electron-pair-induced dipoles in oxide and nitrides.
These electrons are usually delocalized and paired exhibiting no
values of spin. However, near the broken bonds, situations change
entirely. These electrons will be locally pinned and polarized by the
deeply and densely trapped bonding and core electrons. These
locked electrons no longer contribute to conductivity because of
the lowered mobility but they demonstrate measurable magnetism,
hydrophobicity, and catalytic performance.4a,86a

In contrast to the magnetism displayed by nanoclusters of
noble metals87 and graphene nanoribbons,4a the diluted
magnetism, catalytic ability, and superhydrophobicity displayed
by nanostructured oxides result mainly from the locked dipoles
due to polarization of the unpaired electrons. However, in the
presence of additional O atoms or filling the oxygen vacancies,
these dipoles give away the polarized electrons to form bonds
with the former, which leads to a reduction of the magnetic
character, being the same as the function of hydrogen surface
termination. The Curie temperature higher than 400 K corre-
sponds to the lone-pair interaction of ∼0.05 eV (600 K), and
the UV reversion corresponds to removal of surface con-
tamination or dehybridization of sp orbitals, which diminishes
the surface dipoles. The presence of antibonding dipoles at the
open surface may correspond to and elaborate the oxygen
vacancy effect as referred.
The analysis may also apply to the ferromagnets for nitrides

and hexaborides, thiol-coated noble metal nanoparticles, purely
organic systems, and even silicon, with a spin-split impurity
band near the EF being coincident with that generated by the
unpaired dipole states as we discussed. Therefore, the locally
polarized dipoles of unpaired electrons dominate the emerging

Figure 16. (a) Atomic-undercoordination-induced local bond contraction
(di < d0), and the associated quantum entrapment (T), and polarization
of the nonbonding states (P) by the densely, deeply, and locally
entrapped bonding and core charges.4a (b) Locally polarized unpaired
electrons add impurity states in the midgap region, demonstrating
nonzero spin each.134 These processes modulate the Hamiltonian by
crystal potential screening and splitting, which determine the charge
distribution in the full span of energy.133

Figure 17. Normalized Zn-2p3/2 XPS spectra showing (a) cluster size-induced polarization (upward shift) that screens in turn the crystal potential
and causes the negative core level shift.24e This trend is opposite in direction to the core level shift of metal clusters.138 (b) 0.21O2 + 0.79N2
annealing-enhanced polarization and 0.03H2 + 0.97Ar annealing annihilation of polarization and enhanced entrapment of the binding energy of Zn
2p3/2 in ZnO.139 H passivation annihilates the surface dipoles and hence the screening effect on the crystal potential.4a
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of dilute magnetism, catalytic enhancement, and super-
hydrophobicity as consequences of the undercoordinated
defect and curved surface atoms.
This finding may extend the models of surface energy and

surface roughness for the superhydrophobicity to the bonding
perspective. The higher the surface convexity or the lower the
atomic CNs, the shorter and stronger the bonds, the higher the
surface energy density, the lower the atomic cohesive energy,
and the higher extent of polarization will be, as we
demonstrated.
Caution shall be taken when one is seeking applications of

the undercoordination-induced dipole magnetism. First, the
stability of the magnetrons shall be considered. The binding
energy of the magnetron is in the meV level; any perturbation
by UV irradiation or thermal excitation may demolish them.
Second, chemisorption by exposing the sample to the environ-
ment may decrease the magnetism, as the dipoles are readily
annihilated by contamination at ambient conditions. Finally,
the magnetic intensity depends on the total number of defects.
The weak magnetism may not suffice to the sensitivity require-
ment of practical memory and sensing devices.

7. CONCLUDING REMARKS

We formulated, unified, clarified, and quantified the size,
pressure, and temperature dependency of the elastic modulus,
band gap, Raman shift, critical temperature, and correlation
between the dilute magnetism, catalytic performance, and
superhydrophobicity of ZnO with consistent insight into their
interdependence and common origin. On the framework of the
BOLS correlation, nonbonding electron polarization, and the
LBA method, we presented a set of analytical expressions
connecting the macroscopically detectable properties directly to
the bonding identities of the ZnO and their response to the
intrinsic coordination imperfection and the extrinsically applied
stimuli of temperature and pressure. Theoretical reproduction
of measurements revealed the following.

(1) The elastic modulus, band gap, melting point, and
phonon frequency shift can be unified in terms of the
nature, order, length, and energy of the representative of
all bonds involved, provided that the nature and total
number of bonds do not change under external stimuli
unless phase transition occurs. Hence, these quantities,
and beyond, are strongly correlated.

(2) The length and energy response of the representative
bond to the applied stimuli of CN reduction, heating,
and compressing will feedback to the measured
quantities without bothering necessarily the classical
thermodynamics in terms of surface energy, Gibbs free
energy, entropy, or enthalpy, etc.

(3) The broken-bond-induced local strain, skin depth energy
pinning, and tunable fraction of lower coordinated atoms
in the surface of skin depth dominate the size depend-
ency of various properties of ZnO. Heating elongates and
weakens while compressing shortens and strengthens the
representative bond and hence modulates the associated
properties.

(4) The crystal size and associated properties of ZnO can be
controlled by programmable annealing. Analytical
formulation provides a guideline for one to design and
grow materials at will with desired properties.

(5) The coupling effect of crystal size, temperature, and
pressure dominates only in the skin region up to three

atomic layers in depth on the materials performance such
as the size- and pressure-induced phase transition.

(6) The dilute magnetism, superhydrophobicity, and en-
hanced catalytic performance of ZnO are correlated to
the local quantum entrapment and polarization induced
by the even lower coordinated atoms at the highly curved
surface and defects. The localization, polarization of the
unpaired, nonzero-spin, nonbonding electrons by the
deeply and densely entrapped core electrons forms a
locked dipole layer that prevents the surface from being
wetted, and these dipoles demonstrated weak magnetism.
The lowered workfunction by dipole formation may make
ZnO a donor-type catalyst. Care should be taken for one to
use the defect-related magnetism in practical applications as
memory or sensor devices because of the limitation of
thermal and chemical stability, and signal intensity.

(7) It is essential to consider the macroproperties of a solid
from the perspective of bond and nonbond formation,
dissociation, relaxation and vibration, and the associated
energetics and dynamics of charge localization, densifi-
cation, polarization, and redistribution. It is also
necessary to integrate the defect, sur, and nanostructures
in terms of undercoordination. It would be essentially
meaningful to consider the surface skin instead of the
conventional concept of surface without thickness.

(8) It is expected that the high electron emissivity and high
biosensitivity of undercoordinated ZnO originate from
the same origin of undercoordination-induced quantum
entrapment and polarization. The nonbonding electronic
energetics and dynamics and the derivatives are expected
to have an important impact on conventional solid state
physics and chemistry, which may form a subject area of
research that is even more fascinating, promising, and
rewarding.
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(49) Dieǵuez, A. J. Appl. Phys. 2001, 90, 1550.
(50) (a) Anastassakis, E.; Liarokapis, E. J. Appl. Phys. 1987, 62, 3346.
(b) Iqbal, Z.; Veprek, S. J. Phys. C: Solid State Phys. 1982, 15, 377.
(51) (a) Richter, H.; Wang, Z. P.; Ley, L. Solid State Commun. 1981,
39, 625. (b) Campbell, I. H.; Fauchet, P. M. Solid State Commun. 1986,
58, 739.
(52) Sun, C. Q. Prog. Mater. Sci. 2003, 48, 521.
(53) Janotti, A.; Van de Walle, C. G. Rep. Prog. Phys. 2009, 72,
126501.
(54) (a) Mirjalili, M.; Vahdati-Khaki, J. J. Phys. Chem. Solids 2008, 69,
2116. (b) Hu, M.; Poulikakos, D.; Grigoropoulos, C. P.; Pan, H.
J. Chem. Phys. 2010, 132, 164504. (c) Wang, J.; Kulkarni, A. J.; Ke,
F. J.; Bai, Y. L.; Zhou, M. Comput. Methods Appl. Mech. Eng. 2008, 197,
3182.
(55) (a) Jiang, A.; Awasthi, N.; Kolmogorov, A. N.; Setyawan, W.;
ouml; rjesson, A.; Bolton, K.; Harutyunyan, A. R.; Curtarolo, S. Phys.
Rev. B 2007, 75, 205426. (b) Silvestri, M. R.; Schroeder, J. J. Phys.:
Condens. Matter 1995, 7, 8519. (c) Ricolleau, C.; Audinet, L.; Gandais,
M.; Gacoin, T. Eur. Phys. J. D: At., Mol., Opt. Plasma Phys. 1999, 9, 565.
(56) Wu, J. S.; Xue, D. F. CrystEngComm 2011, 13, 1966.
(57) Sun, C. Q.; Wang, Y.; Tay, B. K.; Li, S.; Huang, H.; Zhang, Y. B.
J. Phys. Chem. B 2002, 106, 10701.
(58) Couchman, P. R.; Jesser, W. A. Nature 1977, 269, 481.
(59) Qi, W. H.; Wang, M. P. Mater. Chem. Phys. 2004, 88, 280.
(60) (a) Wang, J.; Duan, H. L.; Huang, Z. P.; Karihaloo, B. L. Proc. R.
Soc. A: Math., Phys. Eng. Sci. 2006, 462, 1355. (b) Jiang, Q.; Zhang, Z.;
Li, J. C. Acta Mater. 2000, 48, 1469.
(61) Wachtman, J. B.; Tefft, W. E.; Lam, D. G.; Apstein, C. S. Phys.
Rev. 1961, 122, 1754.
(62) (a) Alers, G. A.; Waldorf, D. L. Phys. Rev. Lett. 1961, 6, 677.
(b) Chang, R.; Graham, L. J. J. Appl. Phys. 1966, 37, 3778.
(63) Anderson, O. L. Phys. Rev. 1966, 144, 553.
(64) Garai, J.; Laugier, A. J. Appl. Phys. 2007, 101, 023514.
(65) (a) Mead, D. G.; Wilkinson, G. R. J. Raman Spectrosc. 1977, 6,
123. (b) Cusco, R.; Alarcon-Llado, E.; Ibanez, J.; Artus, L.; Jimenez, J.;
Wang, B.; Callahan, M. J. Phys. Rev. B (Condens. Matter Mater. Phys.)
2007, 75, 165202. (c) Aku-Leh, C.; Zhao, J.; Merlin, R.; Menendez, J.;
Cardona, M. Phys. Rev. B 2005, 71, 205211. (d) Samanta, K.;
Bhattacharya, P.; Katiyar, R. S. Phys. Rev. B (Condens. Matter Mater.
Phys.) 2007, 75, 035208. (e) Serrano, J.; Romero, A. H.; Manjon, F. J.;
Lauck, R.; Cardona, M.; Rubio, A. Phys. Rev. B 2004, 69, 094306.
(f) Decremps, F.; Pellicer-Porres, J.; Saitta, A. M.; Chervin, J.-C.;
Polian, A. Phys. Rev. B 2002, 65, 092101. (g) Panchal, V.; Ghosh, S.;
Gohil, S.; Kulkarni, N.; Ayyub, P. J. Phys.: Condens. Matter 2008, 20,
345224. (h) Mitra, S. S.; Brafman, O.; Daniels, W. B.; Crawford, R. K.
Phys. Rev. 1969, 186, 942. (i) Reparaz, J. S. Appl. Phys. Lett. 2010, 96,
231906.
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